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The ability to detect brain anatomy and pathophysiology with MRI
is limited by the contrast-to-noise ratio (CNR), which depends on
the contrast mechanism used and the spatial resolution. In this
work, we show that in MRI of the human brain, large improve-
ments in contrast to noise in high-resolution images are possible by
exploiting the MRI signal phase at high magnetic field strength.
Using gradient-echo MRI at 7.0 tesla and a multichannel detector,
a nominal voxel size of 0.24 � 0.24 � 1.0 mm3 (58 nl) was achieved.
At this resolution, a strong phase contrast was observed both
between as well as within gray matter (GM) and white matter
(WM). In gradient-echo phase images obtained on normal volun-
teers at this high resolution, the CNR between GM and WM ranged
from 3:1 to 20:1 over the cortex. This CNR is an almost 10-fold
improvement over conventional MRI techniques that do not use
image phase, and it is an �100-fold improvement when including
the gains in resolution from high-field and multichannel detection.
Within WM, phase contrast appeared to be associated with the
major fiber bundles, whereas contrast within GM was suggestive
of the underlying layer structure. The observed phase contrast is
attributed to local variations in magnetic susceptibility, which, at
least in part, appeared to originate from iron stores. The ability to
detect cortical substructure from MRI phase contrast at high field
is expected to greatly enhance the study of human brain anatomy
in vivo.

anatomy � contrast mechanism � cortex

The image quality and diagnostic value of MRI of the human
brain are primarily determined by the spatial resolution, signal-

to-noise ratio (SNR), and tissue contrast. Because these entities are
interdependent, ruled by the basic laws of NMR physics, their
simultaneous improvement is not simple or straightforward. For
example, reduction of the image voxel volume leads to a propor-
tional decrease in SNR. Furthermore, excellent tissue contrast
between gray matter (GM) and white matter (WM), the two main
tissue components of the human brain, can be readily achieved by
sensitizing the MRI acquisition technique to tissue relaxation times
T1 and T2, but not without substantial loss in SNR. Because of these
factors, clinical brain imaging on current 1.5 tesla (T) and 3.0 T
scanners is limited to a resolution of �1 mm3 (1 �l), an SNR of 10
to 20, and an even lower contrast-to-noise ratio (CNR; see Methods)
between GM and WM.

Recent developments in MRI technology have led to improve-
ments in contrast and SNR. Experimental high-field scanners,
operating at fields from 7.0 T to 9.4 T (1–3), allow a 2- to 3-fold
improvement in image SNR over 3.0 T systems. State-of-the-art
detectors based on novel multichannel technology (4–6) allow
an additional 2- to 6-fold improvement in SNR depending on the
brain region under study. The combined advantages of these
techniques allow an order of magnitude increase in SNR or
reduction of the voxel volume to �0.1 �l (7).

A major challenge of high-field MRI of the human brain is the
generation of strong tissue contrast that is not affected by the
technical difficulties associated with performing MRI at �7.0 T.
For example, at high field, spatial variation in B1 amplitude and
RF power deposition in tissue increase and limit the use of

efficient T2-weighted imaging techniques such as RARE (8).
T1-weighted techniques such as magnetization-prepared rapid
gradient-echo (MP-RAGE) (9) can provide excellent contrast
between GM and WM, but are also hampered by B1 power
deposition issues, have relatively low SNR, and, at high resolu-
tion, require long scan times.

Several recent studies have shown that the use of MRI signal
phase in gradient-echo (GRE) MRI can improve contrast MRI
in specific human brain structures, including veins and iron-rich
regions (10–14). Preliminary studies have also shown a substan-
tial contrast between WM and cortical GM (11, 15). In conven-
tional GRE, a magnitude image combines contributions from
transverse (T2) relaxation (which leads to signal decay) as well as
from loss of signal because of coherence loss caused by the local
resonance frequency offset or Bo shift. The latter originates, at
least in part, from the magnetic susceptibility differences be-
tween tissues (10, 11). Phase imaging allows increased dynamic
range in detection of these off-resonance effects by directly
measuring the change in frequency offset. Phase imaging at high
fields would not have some of the disadvantages of the tech-
niques established at low field, such as the requirement for very
homogeneous transmit fields that are hard to obtain at high
fields or high power deposition that can occur. In addition, phase
contrast is predicted to increase at higher magnetic fields.

In the current study, we explore the benefits of MRI of the
brain based on susceptibility induced phase contrast at 7.0 T.
First, we compare contrast based on the GRE phase with that
of conventional methods such as GRE and MP-RAGE magni-
tude images. Subsequently, we investigate whether the use of
GRE phase at high field, combined with the high spatial
resolution available with multichannel detectors, allows the
detection of cortical substructure in human brain.

Results
Image Quality. In all subjects, both GRE and MP-RAGE data
were of excellent quality. The use of a reference scan to correct
for B1 nonuniformities proved effective because only minimal
large-scale spatial variation in MP-RAGE image intensity was
observed. An example is shown in Fig. 1, which compares GRE
phase data with GRE magnitude data and the lower resolution
MP-RAGE data. Substantial contrast in brain tissue is observed
in all three types of MRI images. In addition, the GRE phase
data showed substantial intensity variations near air–tissue
interfaces (e.g., near the skull). These phase variations are
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attributed to susceptibility differences between the different
tissue types caused by macroscopic phase effects that were not
completely removed by the correction procedure based on
polynomial fitting (see Methods). In addition, some phase dis-
tortions were seen in areas with very low SNR, such as the large
vessels.

For both the GRE and MP-RAGE data, image SNR varied
strongly over the brain. SNR was highest in peripheral cortex, a
phenomenon inherent to signal reception with array detectors
(16). For GRE data, SNR varied from 20:1 in the peripheral
cortex to 3:1 in GM in the center of the brain. For the MP-RAGE
data, WM SNR values in corresponding regions were 28:1 and
4:1, respectively.

Contrast Between GM and WM. In most brain regions, image
contrast in GRE magnitude, GRE phase, and MP-RAGE data

allowed discrimination between GM and WM regions. In the
GRE magnitude data, contrast between GM and WM was
variable and sometimes vanished (see Figs. 1 and 2), consistent
with earlier work (7). A dramatic contrast between GM and WM
was observed in the GRE phase data, indicating frequency
differences of up to 6 Hz between cortical GM and underlying
WM. Similar GM-WM differences were seen in all subjects. Like
GRE magnitude contrast, GRE phase contrast was variable and
appeared to vanish in some brain regions. In the phase data, the
GM frequency was higher than that of WM and cerebrospinal
f luid (CSF), corresponding to a larger (and more positive)
magnetic susceptibility. Outside the major fiber bundles, little
contrast was observed between WM and CSF (see Fig. 3). The
GM-WM CNR of GRE phase data was generally substantially
higher than of that GRE magnitude data. The improvement over

-5 Hz 5 Hz-5 Hz 5 Hz

1

2

3

4

5
6

1 cm

Fig. 2. Example of GRE magnitude and phase data in central brain region
acquired at a 240 � 240 �m inplane resolution. Note the many anatomical
details visible at this resolution, including veins crossing the optic radiations
(box 1), columna fornix (box 2), cross-section of the mamillothalamic tract (box
3), globus pallidus (box 4), putamen (box 5), and head of the caudate nucleus
(box 6).
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1 cm1 cm
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Fig. 3. Intracortical contrast in MRI signal phase. Most cortical regions show
a variation intensity that is suggestive of an underlying layer structure (Left).
The intensity pattern varies between the different gyri, with clear differences
between the upper and lower banks of the central sulcus (Right Lower) and
cortices adjacent to the superior frontal sulcus (Right Upper).

5 mm

-5 Hz 5 Hz

WM         GM                  GM          WM

Fig. 4. Intracortical contrast in the primary visual cortex. In the GRE magni-
tude image (Left Upper) and phase image (Right Upper), a darkening is
observed in the central layers of the cortex, resembling the stria of Gennari
(black arrow). Intensity profiles along a single projection through the cortex
(dotted line in zoomed area outlined by yellow box) show that this area is
�150–250 �m wide (Right Lower). Note the superior CNR of the phase data
compared with the magnitude data (all GRE data are displayed at identical
noise levels). The observed frequency difference between central GM and WM
reaches �6.0 Hz. Regions with central darkening in phase show a faint
brightening in the MPRAGE image (Left Lower).

5 mm

-5 Hz 5 Hz-5 Hz 5 Hz

GRE magnitude GRE phase MPRAGE

Fig. 1. Illustration of image quality of MRI based on image phase. The
increased CNR available with MRI phase data allows dramatically improved
resolution and shorter scan time. The GRE data (Left and Center) were ac-
quired at a resolution of 240 � 240 �m in a scan time of 6.5 min, whereas the
MP-RAGE data (Right) was acquired at a resolution of 480 � 480 �m in a scan
time of 20 min. The scale bar in the GRE phase data shows the frequency shifts
corresponding to the observed phase differences. (Lower) Magnifications of
the area outlined in white on the GRE magnitude image (Left Upper). The
macroscopic intensity variations in the phase image are attributed to suscep-
tibility effects related to air–tissue interfaces.
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magnitude contrast can most readily be appreciated from Fig. 4,
in which GRE magnitude and phase data are displayed at
identical noise levels. The improvement with GRE phase data is
also consistent with theory, which predicts higher CNR values by
a factor of 1.8 � �FGM � FWM�, with F the derived tissue frequency
related to the local Bo shift (see Methods).

As observed previously at low resolution and low field, the
motor cortex region showed a relatively strong phase effect (Fig.
3) possibly because of its increased iron content (15). Table 1
summarizes the average phase shifts observed in this region,
indicating an average GM-WM contrast of 4.7 � 0.9 Hz. Because
of this large frequency shift, the estimated CNR gain over
magnitude data was �9-fold. The MP-RAGE data showed good
GM-WM contrast that was relatively constant across brain
regions, consistent with studies at lower field strength (Fig. 1).
The uniform contrast is attributed to the adiabatic inversion
pulse used for T1-weighting, which is minimally sensitive to the
substantial B1 transmit inhomogeneities present at high field.
GM-WM CNR values in central and peripheral regions for
MP-RAGE were �1.5:1 and 8:1, respectively, compared to 3:1
and 20:1 for GRE phase data. When adjusted for the two to three
times longer scan time and four times larger voxel size, the
inherent CNR of MP-RAGE data was 10- to 12-fold lower than
that of GRE phase data.

Contrast Within GM and WM. In contrast to the uniform intensity
within tissue types in MP-RAGE images, both GRE magnitude
and phase data showed a substantial heterogeneity within both
GM and WM. A striking feature of the GRE scans was the dark
appearance of venous vessels in both magnitude and phase data.
An illustrative example is the low signal intensity caused by veins
crossing the optic radiations in Fig. 2, box 1. This result is
attributed to the effect of paramagnetic deoxyhemoglobin in
venous blood, leading to a less negative susceptibility and a lower
T*2 (17–19) compared to surrounding tissues. The lower T*2 forms
the basis for the technique of MRI venography (20, 21). The
strong effect of dark venous vessels in MRI �7.0 T has been
described previously for magnitude GRE (22).

Another notable feature of GRE magnitude and phase data
is the heterogeneity within WM (Figs. 1 and 2). In the magnitude
data, WM contrast appeared to correlate with the location of
major fiber bundles (e.g., see Fig. 2) as reported previously (7).
A somewhat similar effect was present in the phase data, with a
strong contrast seen between the optic radiations and the
surrounding WM (Fig. 2, box 1). Also clearly standing out in the
phase data were fine WM structures such as the columna fornix
(box 2) and the mamillothalamic tract (box 3), and GM struc-
tures such as the globus pallidus (box 4), the putamen (box 5),
and the head of the caudate (box 6). Strong phase contrast in
these GM structures has been reported previously at 1.5 T and
attributed to local deposits of iron (23).

Apart from the phase effects apparently associated with pial
veins on the cortical surface and principal intracortical veins
traversing the cortex, several other features were present within
cortical GM in the phase images. Interestingly, in many cortical
regions, including the motor cortex, phase variations across the
cortical thickness were observed, suggesting a layer-specific
contrast (Figs. 3, 4, and 5a). In general, contrast of GM with CSF

and WM was strongest in the deeper layers of the cortex. A
notable exception was the primary visual cortex (Fig. 4), where
contrast was most prominent in the central layers. The dark
banding in the GRE phase data corresponded to a darkening in
the GRE magnitude data and a faint brightening in the MP-
RAGE data. The latter has been observed previously and is
attributed to the stria of Gennari (24, 25), a myelin-rich region
in the primary visual cortex.

Discussion
General Remarks. The results presented here indicate that high-
field MRI combined with multichannel detection and phase-
based contrast allows in vivo brain imaging with unprecedented
CNR and resolution. Excellent image quality was obtained at
58-nl voxel resolution, owing in part to the suppression of
ghosting artifacts through real-time shimming of the Bo field
(26). At this high resolution, a substantial phase contrast is seen
both between as well as within GM and WM. In the cerebral
cortex, a contrast pattern suggestive of an underlying layer
structure was observed. MRI phase contrast in GRE images has
been attributed to magnetic susceptibility differences, which can
originate from a variety of sources, including tissue iron and
myelin content and deoxygenated hemoglobin in blood (for
further discussion, see Origin of Phase Contrast).

The large degree of signal heterogeneity reported here in both
GM and WM using phase imaging originates from and allows
detection of the underlying anatomy. There have been a few
papers that have detected a small number of specific areas of
WM heterogeneity using conventional MRI contrast at lower
fields (27–29). However, none of these papers reported the
widespread heterogeneity detected in the present work. Re-
cently, we reported extensive heterogeneity throughout WM
using magnitude GRE at 7.0 T (7). These results are replicated
here, and the contrast was improved by using signal phase. It is
clear that the contrast relates to specific fiber bundles, as well as
tissue heterogeneity within regions of WM. Similarly, there have
been a few reports of GM heterogeneity detected with T1-based
MRI of the human brain (30, 31). The phase imaging reported
here reveals large changes in contrast as one goes around the
cortex, most notably through the motor cortex. Recently, a
number of groups have reported contrast across the cortex that
has been attributed to myelin differences in the different cortical
layers (24, 25, 32–34). The primarily T1-based contrast used in
these studies is much lower than that found between GM and
WM, making it difficult to routinely detect cortical substructure.
In the present work, substantial heterogeneity was detected in
the phase images obtained at 7.0 T across the cortex. Because
phase imaging allowed a much larger CNR than that available
with T1-based contrast, it should prove useful as a robust
approach for noninvasively studying cytoarchitecture of individ-

Table 1. Frequency shift, �F, between tissue types in the motor
cortex (MC) area

�F GM-CSF �F WM-CSF �F GM-WM

Left MC 4.44 (0.76) �0.12 (1.04) 4.56 (0.73)
Right MC 4.31 (0.51) �0.47 (1.22) 4.78 (1.13)
Average MC 4.38 (0.40) �0.29 (1.01) 4.67 (0.87)

-5 Hz 5 Hz-5 Hz 5 Hz
a                       b  c               d

Fig. 5. Illustration of possible origins of MRI phase contrast. (Insets) Cortical
areas with layer-specific contrast. The increasing contrast seen in the deeper
layers of the cortex (a, our data) is consistent with multiple hypothesized
origins, including vascular density/hemoglobin content (b; corrosion cast of
cortical vasculature reproduced from ref. 38), myelin concentration (c; myelin
silver stain reproduced from ref. 39), and iron concentration (d; Perl’s iron stain
reproduced from ref. 44).

11798 � www.pnas.org�cgi�doi�10.1073�pnas.0610821104 Duyn et al.

D
ow

nl
oa

de
d 

at
 P

al
es

tin
ia

n 
T

er
rit

or
y,

 o
cc

up
ie

d 
on

 N
ov

em
be

r 
28

, 2
02

1 



www.manaraa.com

ual brains. Indeed the ability to clearly detect cortical lamination
in the visual cortex and a striking transition into the motor cortex
suggests that phase imaging at 7.0 T will enable identification of
a number of brain areas.

CNR. The GRE phase data suggested substantial frequency
differences between cortical GM and nearby WM, which in some
brain regions reached �6 Hz. Because of these large frequency
differences, the CNR of the GRE phase data between these
tissues was far superior to that of the GRE magnitude and
MP-RAGE data. Theoretical considerations indicate that al-
most an order of magnitude increase in CNR can be obtained
when using GRE phase data, rather than the conventionally used
magnitude data (see Methods). The CNR of GRE phase data
were also far superior to (10–12 times) the CNR available with
MP-RAGE, a technique conventionally used to generate
GM–WM contrast.

Contrast Uniformity. Although CNR of the GRE phase data was
generally far superior to that of MP-RAGE, a number of factors
caused it to vary strongly across brain regions. In addition to coil
sensitivity variations, important contributors are the tissue’s
chemical composition and geometry. The latter comes into play
through the inherent geometric properties of magnetic suscep-
tibility effects. As a result, phase effects are generally not
constrained to the area of altered susceptibility, but might affect
the surrounding area. However, in principle, it is possible to
reconstruct the tissue susceptibility distribution from the ac-
quired phase data, provided that 3D data are available covering
a large volume (15, 35). This reconstruction was not attempted
in the current study because 3D high-resolution GRE acquisition
required prohibitively long scan times with the current technol-
ogy. The use of image acceleration with parallel imaging should
alleviate this problem (36, 37).

Origin of Phase Contrast. Although speculations have been made
about the origins of the tissue susceptibility differences under-
lying MRI phase contrast, firm establishment of the underlying
contrast mechanism has been hampered by the lack of quanti-
tative data. The data obtained in the current study invite an
updated review of the potential contribution of some of the
major sources of susceptibility contrast.

Deoxy-Hemoglobin. Deoxygenated red blood cells are paramag-
netic and could induce substantial phase shifts in GRE data. In
fact, the GRE magnitude and phase data showed clear evidence
of vascular structures in both GM and WM regions. The
relatively high blood volume of GM relative to WM and CSF
could explain some of the phase differences seen between these
tissue types. In addition, contrast within GM might be caused by
the variations in vascular density and blood oxygenation. In fact,
vascular density has been reported to vary both across the cortex
and with cortical depth (38), with a higher density often ob-
served in the deeper layers (Fig. 5b). This is consistent with the
varying cortical phase contrast, with increased phase effects
often seen in the deeper layers (Fig. 5a). However, simple
calculation shows that deoxy-hemoglobin effects can, at best,
only partly explain the magnitude of the observed phase differ-
ences. Assuming a susceptibility difference of 1.15 ppm between
pure water and fully deoxygenated red blood with 45% hemat-
ocrit (17–19), an average blood deoxygenation fraction of 30%,
and a cortical blood volume of 4%, the estimated susceptibility
difference �� between GM and CSF is �0.02 ppm. In this
estimate, it is assumed that CSF has a susceptibility similar to
that of pure water (�9.05 ppm at 37°C). At 7 T (F0 	 298 MHz),
a susceptibility shift �� results in a nuclear frequency shift �F of
up to 1⁄3 � F0 � �� (15, 35), which corresponds to �2 Hz. This
seems too low to explain the frequency shifts of �6 Hz observed

in the current study. In addition, because most deoxygenated
blood is situated in the pial vasculature, one would expect
deoxy-hemoglobin effects to be most apparent on the cortical
surface. This was not the case because typically stronger phase
shifts were observed deeper in the cortex.

Myelin. The concentration of myelin is higher in WM than in GM
and also varies across cortical layers. For example, a silver stain
specific to myelin is reproduced in Fig. 5c (39), showing in-
creased myelin content in the deeper cortical layers with a
pattern similar to that observed in the MRI phase data. Some of
the observed phase effects might be because of lipids, which are
relatively abundant in myelin. The total lipid fraction is �7% in
GM, �16% in WM (40), and �0% in CSF. Although the
magnetic properties of lipids are different from those of water,
�� values are strongly dependent on the type of lipid. The lipids
with the largest differences in abundance between GM and WM
are cholesterol and cerebroside (40). Assuming cholesterol-like
magnetic properties for all brain lipids, �cholesterol 	 �9.23 ppm
(41), we find �� 	 �0.18 ppm relative to CSF (�9.05 ppm),
corresponding to �F 	 �1.4 Hz and �3.0 Hz for GM and WM,
respectively. These shifts are inconsistent with the experimental
findings, which indicate largely positive shifts in GM and small
negative shifts in WM (e.g., �4.38 and �0.29 Hz, respectively, in
the motor cortex area; see Table 1). In addition, a myelin-based
origin would result in a similar frequency shift in WM and the
myelin-rich stripe of Gennari in V1, which is contrary to the large
(�6 Hz) differences (slightly negative vs. strongly positive,
respectively) found in practice (see Fig. 4).

Iron. Several reports have implicated nonheme iron as the source
of MRI phase contrast (15, 23, 42), specifically, in some of the
iron-rich brain nuclei, such as the substantia nigra and red
nucleus. In the cortex, regional variations in T2 have been
attributed to cortical variation in iron concentration, rather than
to blood volume differences (43). Perl’s iron stains of brain
sections from a rhesus monkey (44) and humans (45, 46) indicate
a GM iron concentration that varies across cortical layers, with
deeper layers having the highest iron concentration. Similarity
with the MRI phase data are illustrated in Fig. 5d, which is a
reproduction of the Perl’s iron stain from ref. 44. Most human
brain iron is found within the iron storage protein ferritin and its
breakdown product, hemosiderin (47). Assuming minimal satu-
ration of the ferritin iron core, �� due to tissue iron is �1.4 ppm
for each milligram of iron per gram of tissue (19). In cortical GM,
histological ferritin concentrations are quite variable, �0.04
mg/g (48, 49), whereas CSF levels are �0.003 mg/g (50). These
values lead to �� 	 0.05 ppm, equivalent to �F 	 5.0 Hz. This
is consistent with the frequency shift observed between GM and
CSF. An iron-based contrast mechanism also would suggest that
the central layers of the visual cortex, which show a strong phase
contrast (Fig. 4), might have an increased iron concentration.
Iron content is an alternative or additional explanation for the
earlier observed T1 contrast in this region, which has been
attributed to myelin (24).

However, histological studies also show that WM iron con-
centrations are similar to those in GM (48, 49), which does not
explain the strong phase differences seen between GM and WM.
In addition, a low iron concentration in the optic radiations could
explain their bright appearance in GRE phase images (Fig. 2),
but by itself does not explain their dark appearance in the GRE
magnitude data. Although iron is likely to have some contribu-
tion to the observed phase contrast, it does not fully explain the
current findings. Clearly more research needs to be done to
establish the relative contributions of each of the proposed
contrast mechanisms. Ideally, this research should include stud-
ies of in vivo MRI phase and postmortem iron and myelin stains
and histochemistry on the same tissue.

Duyn et al. PNAS � July 10, 2007 � vol. 104 � no. 28 � 11799

N
EU

RO
SC

IE
N

CE
SE

E
CO

M
M

EN
TA

RY

D
ow

nl
oa

de
d 

at
 P

al
es

tin
ia

n 
T

er
rit

or
y,

 o
cc

up
ie

d 
on

 N
ov

em
be

r 
28

, 2
02

1 



www.manaraa.com

Potential of High-Resolution MRI Based on Tissue Susceptibility. The
data presented in the current study suggests that imaging of
laminar structure within the cortex is possible when exploiting
susceptibility contrast and the increased SNR available with
high-field MRI systems and multichannel detection. Combined,
these methods enable an almost 100-fold improvement in
GM-WM CNR over conventional methodology (i.e., MP-RAGE
techniques performed at low field) and single-channel signal
detection. This CNR gain is essential to achieve the resolution
required to image laminar structure within the cortex. Indeed,
with this high CNR, it should be possible to sacrifice some CNR
and obtain even higher resolution images. However, motion-
correction algorithms might be required to go much beyond the
240 �m in plane resolution used in the present study (51, 52).

Other than firmly establishing its origin, more work needs to
be done before the demonstrated phase contrast can be fully
exploited. Better correction algorithms need to be developed to
correct for the macroscopic phase effects from susceptibility
gradients surrounding the brain, such as the tissue–skull and
skull–air interfaces. In addition, rapid scan techniques will need
to be developed to collect data over the entire brain, which is
required for proper calculation of susceptibility distributions
from phase data. This calculation will be facilitated by 3D MRI
acquisition of isotropic voxels (rather than the strongly aniso-
tropic voxels currently acquired), and modeling of brain–skull
boundaries. Last, additional improvement of the spatial resolu-
tion is expected from the development of MRI at even higher
magnetic field strength and employing detectors with a higher
number of coil elements. This improvement should lead to a
further reduction in voxel volumes.

Although the origin of the observed intracortical susceptibility
contrast is unknown, there are several candidates that have
potential significance for practical applications. Mapping of
myelin content in both GM and WM might be important for the
study of diseases such as multiple sclerosis and amyotrophic
lateral sclerosis. Focal accumulations of iron have been impli-
cated in various pathologies, including Alzheimer’s disease
(53–55) and multiple sclerosis (56). Phase contrast-based blood
volume maps might be important for the study of vascular
dementia and subtle brain infarcts. Last, intracortical phase
contrast might be reflective of the tissue’s underlying structure
and possibly function and complement information obtained
with ex vivo methods that map cytoarchitecture (57), myeloar-
chitecture (58), and receptor architecture (59). This information
could be extracted through analysis of laminar profiles similar to
existing methods based on histology (60) and T1- (34) or proton
density-weighted MRI (61).

Methods
MRI Data Acquisition. MRI experiments were performed on a 7.0
T GE Signa MRI scanner (GE Medical Systems, Milwaukee,
WI) operated with a 24- (Figs. 1, 2, 3, and 5) or 32-channel (Fig.
4) receive-only detector array (Nova Medical, Wilmington, MA)
(6). Because the MRI system had a limited number (16) of
receiver channels, only signals from the 16 coils closest to the
brain region under study were acquired.

Seven normal volunteers (three male) ages 25–52 years were
scanned under a human subject protocol approved by the Institu-
tional Review Board of the National Institute of Neurological
Disorders and Stroke/National Institutes of Health. To restrict head
motion, foam pads were inserted into the space between the
subject’s head and the interior lining of the MRI detector array.
Axial GRE acquisitions were performed with echo time (TE) 	
28–31 msec, repetition time (TR) 	 500 to 1,000 msec, flip angle
30 to 50° (adjusted at center of brain), slice thickness 	 1 mm, field
of view 	 240 � 180 mm, matrix size 1,024 � 768, bandwidth 32
kHz, and first-order flow compensation on all imaging gradients.
The total scan time ranged from 6.5 to 13 min. Multiple slices were

acquired throughout the brain with varying interslice gaps. Before
the anatomical scans, higher (up to second) order B0 shims were
adjusted to minimize macroscopic susceptibility effects. In addition,
during each scan, real-time higher order shimming was performed
to compensate for field fluctuations related to the respiratory cycle
(26). For optimal combination of the coil signals, reference maps
were acquired by using a low-resolution (128 � 96) GRE reference
scan at slice locations matching those of the high-resolution acqui-
sition, and with TE 	 6 msec. This reference scan was also used to
correct for image intensity variations related to nonuniformities in
B1 reception profiles and part of the intensity variations caused by
flip angle variations related to nonuniformities in B1 excitation
profiles (62).

For comparison, MP-RAGE scans of GM/WM anatomy were
performed with the following parameters: TE 	 5.4 msec, phase-
encode, TR 	 11.3 msec, flip angle 	 14°, slice thickness 	 1 mm,
field of view 	 240 � 180 mm, matrix size 	 512 � 384,
bandwidth 	 62.5 kHz, inversion time (TI) 	 1.2 sec, overall TR 	
3 sec, and scan time 	 21 min. The standard, manufacturer-supplied
adiabatic inversion pulse was used for T1-weighting. Reference data
for MP-RAGE image reconstruction were acquired at low resolu-
tion (128 � 96) by omitting the inversion pulse (62).

The reference scans for MP-RAGE and GRE did not allow
for correction of contrast variations because of the nonuniform
T1-weighting introduced by inhomogeneity in the B1 excitation
profile. These contrast variations were expected to be minor,
particularly for the MP-RAGE data (because of the adiabatic
inversion) and the GRE phase data (because of its minimal
T1-dependence).

Image Reconstruction. Images were reconstructed by using phase-
sensitive combination of the individual coil data (63) using the
separately acquired coil sensitivity reference data. These reference
data were spatially low-pass-filtered to an in-plane resolution of
�1.5 cm. Coil signal combination resulted in complex-valued pixel
intensities S (x, y) 	 R (x, y) � i � I (x, y), with R and I representing
the real and imaginary components, respectively. Both magnitude
(M) and phase images (P) were generated according to: M (x, y) 	
R (x, y)2 � I (x, y)2 and P (x, y) 	 arctan (I (x, y)/R (x, y)). Phase
images (obtained only for GRE data) were corrected for remaining
macroscopic susceptibility effects (not compensated for by the
magnetic field shimming procedure) by estimating their magnitude
and distribution from a polynomial fit to the data. Eighth-order 2D
polynomial functions were used on a slice-by-slice basis, taking into
account any 2� phase jumps present in the data. The latter was done
by first taking the spatial derivative of the phase data. The fitted
macroscopic phase was then subtracted from the original phase
data.

Calculation of CNR for GRE Phase and Magnitude Data. The CNR
between GM and WM in GRE images can be readily calculated
based on measured T*2 values. We defined CNR as the ratio
between contrast (i.e., signal difference) and thermal noise,
which includes sample and instrument noise. Assuming uniform
spin density and T1-weighting, we find for magnitude data:

CNRmag � SNRTE	0��e�TE/T*2,GM � e�TE/T*2,WM� . [1]

Optimum contrast is achieved at:

TEopt � ln
T*2,GM/T*2,WM� �
T*2,WM�T*2,GM

T*2,WM � T*2,GM
. [2]

Under the condition �T*2,GM � T*2,WM� � T*2,GM, this results in:

TEopt � 
T*2,WM � T*2,GM� /2 � T*2,av , [3]

and
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CNRmag,opt � SNRTE	0�
�T*2,GM � T*2,WM�

e �T*2,av
. [4]

For phase contrast, image noise level depends on magnitude
SNR level and therefore on TE and T*2. Assuming T*2,GM �
T*2,WM, we have:

CNRphase � SNRTE	0�e�TE/T*2,av�2� �TE��FGM � FWM� , [5]

with FGM � FWM indicating the local frequency difference between
GM and WM related to differences in tissue susceptibility. Opti-
mum contrast again is achieved at TEopt 	 T*2,av leading to:

CNRphase,opt � SNRTE	0�2� �T*2,av��FGM � FWM� /e . [6]

Comparing Eqs. 4 and 6 we find:

CNRphase,opt

CNRmag,opt
� 2� �
T*2,av�

2
�FGM � FWM�

�T*2,GM � T*2,WM� .

For T*2,GM 	 36 msec, and T*2,WM 	 32 msec at 7.0 T (7), this
leads to:

CNRphase

CNRmag
� 1.8 ��FGM � FWM� .
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